
Chapter 5. One alternative approach to typology of the RF regions

One of the major problems with geographically large countries such as Russia and Canada is regional inequalities. This results in major problems of socio-economic-political integration. The traditional friction of space is a tremendous barrier to spreading wealth equally throughout a nation. The bigger the country, the greater are its inequalities. A byproduct is that unique regions with particular strength can develop within such nations. To tap this strength, unique regional development policies may have to be developed that are not national in nature. But before this can be done a thorough understanding of the spatial differences in terms of weakness and strength needs to be achieved. A detailed typology study is the required first step. In the following section we wish to present some different models for creating a typology of the regions of the Russian Federation using a basic principal components/cluster analysis approach.

As stated above large countries tend to have greater variation between the various sections of their domains than smaller countries. Spatial variation in socio-economic well being increases with the size of a country. In part, it is the outcome of a spatial “law” which states that nearer things are more related then further things.  It is, in a sense, an outcome of the law of gravity, which states that nearer things attract each other more then further things. This seemingly holds true in the human sphere of influence as well as in the physical world. Hence, richer people live near each other, businesses tend to concentrate, and poor regions are usually found in proximity to each other.  Spatial autocorrelation occurs in nearly all variables that spread over space.

One of the main tasks of a federal government is to provide equal opportunities for all its citizens, no matter where they are located.  Thus, it is normal that it will attempt to relieve spatial variation among the well being of its citizens by means of various forms of regional development and/or social transfer programs. On the other hand, local or regional governments see it as their mandate to give their citizens the best standard of living possible irrespective of the conditions in the other regions. As a consequence of the variations of natural and man made endowment factors over space, inequalities will evolve between regions.

The reasons why some regions in the world are developed socio-economically while others are not, are still heatedly debated among academics. Theories, models and concepts abound that try to explain regional economic development differences. Some of the more important ones are: Growth Pole (Perrou, 1950), Competition (Smith, 1776), Circular and Cumulative Causation (Myrdal, 1957), Comparative and Competitive Advantage (Porter, 1990), Core-Periphery (Friedmann, 1966), Economic Base (Richardson, 1973), Growth Stage (Rostow, 1960), Entrepreneurship (Schumpeter 1944), Trade (Ohlin, 1933), Backward and Forward Linkage (Hirshman, 1958), Staple Growth (Innis, 1930) and Central Place (Christaller, 1933). A number of these have modern derivatives as well.

These theories/models/concepts of how growth and development can take place are by no means all the ones that could be listed.  In addition, they are not separated into pure growth and development models. However, among Canadian economic geographers and regional economists Staple Growth Theory is the most prevalent model used when trying to explain development in Canada in a historic and regional setting. However, it seemingly has lost its power to account for our present growth patterns and the resulting inequalities in Canada.  Since Russia is also a large country with many natural resources, it is tempting to try to build regional development policies on it. For this reason, a short review of Canada’s experience may be useful.

What then is the essence of Staple Growth development theory? Harold A. Innis, an historical economist, first proposed the concept in his book entitled The Fur trade in Canada: An introduction to Canadian Economic History, published in 1930. In it he argues that Canada was explored because of the demand for furs in Europe. The money that furs brought in was used to create a ‘civilized’ Canadian society. The latter referred to a way of life that was equivalent to that in Europe and the USA. It cumulated in the ability of central Canada to build the CPR railway across Canada by 1885, thus forming and binding a nation together. Innis argues this elegantly in his earlier book The History of the Canadian Pacific Railroad, first published in 1923. Then the concept was expanded by others to include other natural resources that where exploited and sold abroad. Finally, it was proposed that the export of resources became the staple growth medium for the Canadian economy, hence the terminology of a Staple Growth theory for Canadian development. 

Which have been the resources staples that fed Canadian Economic growth? Clearly they are; fish, furs, lumber, wheat, forest products, minerals, and of late, energy. It has been suggested that Canada has followed this somewhat unique path to its present day high standard of living, a pattern shared, but only in part, by Australia and New Zealand. The staple growth theory suggests that Canada became wealthy through the sequential sale of its abundant natural resources/staples. In fact, many people around the world still associate Canada with the extraction and export of natural resources. This image has been so strong that the Canadian economy has often been described as consisting of ‘hewers of wood and carriers of water’.

In comparison to other members of the G8 countries, the 'resource image' is probably still somewhat true. However, in Canada, the importance of natural resources is rapidly declining in importance as a share in employment and GDP when compared to other sectors of the economy. At present, total direct employment in the resource sectors (agriculture, forestry, mining, energy, fishing, hunting, etc) contribute no more than 8% of total employment in Canada. It has especially declined in importance during the post-industrial era when manufacturing became less important in the total economies of developed nations.

Therefore, in the future, regional development will have to rely far more on what Porter (1990) calls competitive advantages of communities. It now involves strong human, institutional, environmental, economic and historical development factors for a region to develop. These factors all tend to have systematic regional patterns over space.  In contrast to physical or natural environmental advantages, which could not be changed by human hands, these can. Competitive advantages of one region over another can be and have been created in the past.

In order to determine a region’s competitive advantage or disadvantage, one needs to examine its total infrastructure in comparison to other regions. Since human and business factors are of great importance in a region’s competitive mix, any analysis of the competitive nature of regions needs to have a large number of socio-economic variables available for analysis that describe the regions. Even though Canada has a long history of regional development policies and regional payment transfer system, inequality has not been removed. At best these measures have prevented the conditions worsening. Each province in Canada tries to extract as many resources from the federal government as possible in order to increase the well being of its citizens. But the federal government, through agreements with the provinces and through unilateral decisions, regulates these flows of funds. Nevertheless, equality of opportunities for all citizens, no matter where they live, is the underlying principle. Such principles relate mainly to health care, child and unemployment support, welfare, pensions, and access to various federal government services. Presently, the federal government’s regional development policies and efforts are administered through four regional crown corporations, one in Atlantic Canada, one in Quebec, one in western Canada and one, FEDNOR, in northern Ontario.

In 1989 Hecht and Boots published a typology study of Canada in which we attempted to determine which regional development forces were the more important, the federal government’s attempt at trying to make things similar over space for all Canadians or the provincial aims of making each province different from the rest. If the former were stronger, one would anticipate that variation of socio-economic conditions over space would display a spatially random pattern. On the other hand, if the provinces were building unique conditions for their people, the conditions should exhibit clustered patterns in which the spatial clusters would correspond to provincial territories.

To test for these hypothesis they collected 25 socio-economic rate variables for 260 census divisions encompassing all provinces using 1981 Statistics Canada data. Rate variables were chosen to counter the large variation in the population sizes of the census divisions. The variables represented six broad categories; employment, economic, demographic, housing, cultural, and education.

A discriminant analysis of the data brought out four canonical functions with eigenvalues greater than one, explaining 94.1% of the total variation. When the census divisions were grouped, they corresponded strongly with provincial territories. Only a few census divisions grouped with those of other provinces. This led us to conclude that “broad province-building forces are extremely strong” (Boots and Hecht 1989, 194). A further analysis brought out five major regions in Canada; the Atlantic region, Quebec, Ontario, the Prairies, and British Columbia. The similarity of the census divisions within these regions is substantially greater then between the regions. Again, only a few census divisions were classified with regions other then the ones in which they were physically found. In fact, the Canadian federal government is using these regions, with some small exceptions, for the implementation of their regional development programs. The exception is that they have combined the Prairies with British Columbia and the regional development programs for Ontario are only applicable for northern Ontario. Another clear pattern that emerged from our analysis was that the locations of census divisions had a tremendous impact on the values of the variables. Typically, geographically adjacent divisions had similar characteristics. Such characteristics also tended to spill over political boundaries. In fact, most of the divisions that did not classify with the other provincial census divisions tended to group with the ones from an adjacent province. Subsequent studies done by Adams (1994) and Chapman (1995) on Canada did not indicate change in these cohesion patterns. On the other hand, an earlier typology study of West Germany, a spatially compact country, showed substantial geographic variation in the grouping of its sub-regions (Campbell 1985).  

Given the Canadian experience, it will be interesting to see if the 89 Russian regions show similar spatial cohesion in characteristics and conditions. Having had a spatially planned economy until recently should speak for less variation over geographic space. On the other hand, the huge size of the country, with its great physical diversity, its cultural mosaic, and its development under a market economy over the last 10 years should produce increasing variations over time.

Introduction
The data relate to 89 regions. Values are recorded for various years from 1985 to 2000 for 48 variables. However, for some of the years, information is missing for some regions on a number of variables. In view of this situation, we created three smaller data sets for exploratory analysis. The first (Russia99M1) was composed of 88 regions and 24 variables for 1999. This is the most recent date for which extensive information was available. The 24 variables are listed in Table 5.1. The region omitted from this data set was Chechnya. This is because no information is provided for this region for 20 of the 48 variables. Further, for five of the 28 variables for which information is available, the value for the region is a statistical outlier.

The other two data sets consisted of 87 regions and 14 variables (see Table 5.1).  The 14 variables are a subset of the 24 variables in Russia99M1 and were selected because they were available for two dates, 1995 (RussiaSmall95) and 1999 (RussiaSmall99). Ideally, we would have liked to examine data for 1992 since this was the first year after the shift from a planned to a market economy.  However, only eight variables were available for all regions for this date. The first date after 1992 for which a reasonable number of variables was available was 1995 and so this year was selected. The second date was chosen for the same reason as the larger data set described above. The two omitted regions were Chechnya and Dagestan.  The latter was omitted because in 1995 its situation in terms of missing variables was similar to that of Chechnya.

Each data set was analyzed using a two-step procedure. First, a principal component analysis with varimax rotation was applied to the variables. Regression factor scores were computed for all components with eigenvalues greater than one. Then, using Ward’s hierarchical clustering procedure, the regions were grouped into classes on the basis of their factor scores. The resulting groups were then mapped to determine the spatial nature of these groups. The results of these analyses are reported below.

Analysis

Russia99M1.

Factor Analysis

Principal component analysis of this data set results in six factors with eigenvalues greater than one. Collectively, these six factors explain 80.4 per cent of the variance in the 24 original variables (see Table 5.2).  The composition of these factors is shown in Table 5.3.

The first factor, which explains 26.0% of the variance, is dominated by four variables AVLSUB, RETCAP, AVEINC, and OTHERINC.  It may be interpreted as a “wealth and consumption” dimension. Outlier values for this factor are all positive and occur for Moscow, Yamal Nenetsk AO, Khanty-Manslysk AO, Tyumen oblast, and Samara oblast.

The second factor (24.6% explained variance), with high positive loadings of DEMLOD, ELDABA, MIGINC and SOCTRS, and high negative loadings of SUBLEV and WAGSAL, identifies regions with relatively older population dependent on social transfers. One may label this as a “human and economic dependence” dimension.  Outlier factor scores are all negative, implying an absence of the conditions summarized by this factor, and occur for Chukotsk AO, Magadan oblast, and Yamal Nenetsk AO.

Factor three (13.7% explained variance) has high positive loadings for YOUABA, ENTLOS, REGUNE, UNERAT and POPSUB and a high negative loading for ACCPER.  It identifies regions of high unemployment associated with higher proportions of enterprises with losses.  These regions also have higher proportions of their populations with incomes below the subsistence level, higher proportions of children, and low housing space per person. One could label this dimension as an “impoverished employment/housing” dimension. Outlier values for this factor are all positive and occur for Ingushetia, Aginsk Buryat AO, Tyva, Dagestan, Ust-Ordynsk AO, Gorny-Altai, Kalmykia, and Taymyr AO.

The remaining three factors have lower levels of explained variance and simpler structures. Factor four (6.1% of explained variance) differentiates regions in terms of the provision of hospital services (PROHOS) and beds (PERBEA). It can be called a “physical health facility” factor. However, these two variables are not associated with the distribution of doctors (DOCPOP) which constitutes factor five (5.1% of explained variance). Clearly, this is a “medical service”dimension. Somewhat interestingly, the next highest loading on this factor is a positive one associated with small business income (SMABUS). Positive outlier scores are recorded for factor four for Koryak AO, Evenk AO, Tamyr AO, Chukotsk AO, and Moscow, while Ingushetia constitutes the only negative outlier.  For factor five, the positive outliers are North Osetia, Moscow, and Koryak AO, with Yamal Nenetsk AO, Ust-Ordynsk AO and Khanty-Mansiysk AO being negative outliers.

The final factor (4.9% of explained variance) combines profitability of assets (PROASS) and investments in fixed assets relative to the previous year (IFAPY).

It could be labeled a “new economic growth” factor. However, since the data relates to conditions for one year only, there is no way of determining if this dimension is indicative of long term underlying conditions in the regions. It should be remembered that the Russian economy had a major setback in 1998 when the Rouble was devaluated by a factor of three against most western currencies.  As part of the adjustment process, the subsequent changes of the following year had tremendous regional variation. Positive outliers on this factor are Koryak AO, Vologda oblast, and Gorny-Altai, while Marii El, and Chukotsk AO are negative outliers.

Cluster Analysis

Hierarchical cluster analysis, using Ward’s linkage method, was applied to the set of factor scores associated with the six factors derived in the previous section. Since we considered an appropriate number of clusters for the regions to be between twelve and six, we examined all solutions within this range. The nine cluster solution was found to be the most clearly defined. The size distribution of the nine clusters is reported in Table 4, while the composition of the clusters is reported in Table 5.5.

There are a number of interesting features of this set of groups. First of all, a little over two-thirds (60 out of 88) of the regions are grouped into just two clusters, suggesting a considerable degree of homogeneity amongst many of the regions in terms of the variables summarized by the six factors. Also of note is that three of the clusters consist of individual regions, Moscow, Ingushetia, and Koryak AO. This indicates that these three regions are very distinct relative to the rest of the regions and is also indicated by the appearance of these regions as outliers in the factor scores (Moscow, three times and Ingushetia and Koryak AO twice each).

Since the ultimate purpose of the analysis is to assist in defining clusters to be used for the development of regional policy, it is important to examine the spatial distribution of group membership (see Figure 5.1). As shown in Figure 5.1, only one cluster is spatially contiguous.  This is a cluster of three consisting of Tyumen oblast, Khanty-Manslysk AO, and Yarnal Nenetsk AO. However, the two largest groups do show a considerable degree of spatial contiguity, although both are split into several spatial subsets. The most geographically dispersed groups are those with eleven and eight members.

In order to avoid geographically dispersed groups, which are not desirable for the purposes of regional development, we added two variables to the set of factor scores. These were the x and y coordinates of the centroids of the regions. These values were scaled so that the range was typical of the ranges for the factor scores. The size distribution, composition, and spatial locations of the nine groups which result from applying Ward’s method to this data are shown in Table 5.4, Table 5.6, and Figure 5.2, respectively.  Several changes are apparent from the clusters derived without the centroids. First of all, the regions are more evenly distributed over the nine clusters. However, Moscow and Koryak AO remain as single region clusters, reinforcing the extent of their distinctiveness. Spatially, the clusters have more integrity with two noticeable exceptions. The first of these is Samara oblast which is two regions removed from the nearest region of the cluster to which it is assigned. The other is composed of the regions of Ust-Ordynsk AO and Aginsk-Buryat AO neither of which are assigned to the same groups as the regions that surround them. However, after closer scrutiny of these anomalies, the clusters shown in Figure 5.2 provide a useful basis on which to define spatially contiguous clusters of regions.

RussiaSmall95 and RussiaSmall99

Since the intention in studying these data sets was to examine the extent of change that has occurred from 1995 to 1999, the results of their analyses are reported together.

Factor Analysis

For the 1995 data set the 14 variables are reduced to four factors with eigenvalues greater than one, which account collectively for 78.1 per cent of the total variance (see Table 5.7). Interestingly, the first three individual factors are relatively uniform in terms of the percentage of variance they explain.  The factor loadings are shown in Table 5.8. The first factor (27.4% explained variance) has high positive loadings for PROASS, ACCPER, ELDABA, and high negative loadings for YOUABA and ENTLOS. One might label this factor “the mature socio-economic sector”. It has a substantial number of elderly and few young people, residential space per person is high and businesses are relative prosperous. There are only negative outliers (Ingushetia, Aginsk-Buryat AO, and Tyva) for this factor.

The second factor (23.1% explained variance) has high positive loadings for INFIA and MIGINC. This identifies regions with strong in-migration and higher levels of investment in fixed assets per capita. One could label this as a “human dynamic, big business growth” factor, since little income comes from small business enterprises. There are only positive outliers for this factor (Yamal-Nenetsk AO, Khanty-Manslysk AO, Tyumen oblast, Evenk AO, Nenetsk AO, and Taymyr AO).

The third factor (19.2% explained variance) has high positive loadings for PERBEA and IFAPY and a high negative loading for PROHOS. Interestingly, this factor combines growth in fixed assets in 1995 over 1994 with higher  numbers of people per hospital bed  and lower levels of hospital services. One could label it a “medically deprived and 1995 economic spurt” factor. This factor has positive outliers for Ingushetia, Stavropol krai, St. Petersburg, and Tyumen oblast and negative outliers for Koryak AO, Evenk AO, Taymyr AO, Chukotsk AO, Komi Permyatsk AO, and Nenetsk AO.

The final factor (8.4% explained variance) has high positive loadings on DOCPOP and RETCAP and a high negative loading on DEMLOD. This dimension represents regions with more doctors, higher retail sales and fewer dependents. Clearly, this is a “health-wealth” factor. High outliers occur for Moscow, Chukotsk AO, Kamchatka oblast, Magadan oblast, and St. Petersburg, while negative outliers are recorded for Ust-Ordynsk AO, Komi Permyatsk AO, and Aginsk Buryat AO.

In contrast to 1995, in 1999 the 14 variables are summarized by five factors, although the total explained variance is almost identical (78.8 per cent) (see Table 5.9). This suggests that interrelationships between at least some of the variables have weakened between the two dates.  Comparison with the factors from the 1995 analysis (see below) also indicates that the nature of the relationships between some variables also changed. The factor loadings are given in Table 5.10.

The first factor (27.5% explained variance) in 1999 has high positive loadings for DEMLOD, ELDABA and MIGINC, and a high negative loading for INFIA. There is no similar factor to this in 1995 since it includes variables that were on three different factors at that date. This factor resembles somewhat the second dimension from the 1999M1 data analysis. In this case, one may label it a “depressed living” dimension where the number of dependent (especially elderly) is high, people are still moving in (perhaps young people coming home to live with the elderly parents), investment in fixed assets is low and people have to create small businesses (SMABUS = 0.519) to earn a living. There are no positive outliers for this factor but negative outliers occur for Yamal Nenetsk AO, Chukotsk AO, Khanty-Manslysk AO, Magadan oblast, Tyumen oblast and Kamchatka oblast.

Factor two (19.9% explained variance), with a high positive loading on PERBEA and high negative loadings on PROHOS and IFAPY, is similar to factor three in 1995, except for the change in sign of IFAPY. Clearly, this identifies regions where the number of persons per bed in hospitals is high, other hospital services provisions are also poor, and the investment in fixed assets per person in 1999 is also low. It is a “poor health and poor investment” factor. Positive outliers occur for Ingushetia, Yamal Nenetsk AO and Samara oblast, while negative outliers are recorded for Koryak AO, Evenk AO, Taymyr AO and Chukotsk AO.

The third factor (15.3% explained variance) has a high positive loading for ACCPER and high negative loadings for YOUABA and ENTLOS.  These three variables all loaded on factor one in 1995, although YOUABA had the opposite sign. It represents regions with more housing space, fewer children, and fewer businesses running losses. On may label it as a “successful businesses with older workers” dimension. Only negative outliers (Ingushetia, Aginsk Buryat AO, and Tyva) occur for this factor.

Factor four (8.5% explained variance) has high positive loadings for DOCPOP and RETCAP. These two variables were part of factor four in 1995. Again it is a “health-wealth” dimension. Only two outliers, both positive (Moscow and North Osetia), occur for this factor.

The fifth factor (7.6% explained variance) is a single variable one, PROASS, which in 1995 was part of the cluster of variables loading on factor one.  Since the next highest is a positive one for IFAPY, this factor could represents regions with profitable assets together with some indication of investment in fixed assets also taking place. It represents an “economic potential” dimension.  Positive outliers occur for Koryak AO, Vologda oblast and Gorny Altai, with negative outliers occurring for Marii El and Chukotsk AO.

Finally, it can be noted that the five factors for the 1999 data are consistent with five of the six factors obtained from the 1999 analysis involving 24 variables (see Table 5.3). However, there is no factor equivalent to factor one obtained from the larger data set. This can be explained by the relative absence of income related variables in the smaller data set.

Cluster Analysis

Once more we considered solutions between 12 and 6 groups. For both 1995 and 1997, the most appropriate solution was seven clusters. The size distribution of the clusters for both years is given in Table 5.11.

The most obvious feature of the 1995 solution is that 52 of the regions (almost 60 per cent) are grouped into one class (see Table 5.12). This suggests that a considerable degree of homogeneity existed amongst many of the regions at this date. There is only one single region cluster, Ingushetia. Spatially, as Figure 5.3 shows, the largest group formed two, almost contiguous, subgroups. In contrast, except for the group of three formed by Tyumen oblast, Khanty-Manslysk AO, and Yamal Nenetsk AO, the other five groups are very spatially dispersed.

By 1999 both the composition and the spatial distributions of the clusters had changed considerably (see Table 5.13). The largest cluster now contains 37 regions and there is a second large cluster of 31 regions. However, there are now two single region clusters, Moscow and Koryak AO. Ingushetia is no longer unique but instead is clustered with five other regions. Collectively, there appears to be greater heterogeneity in the regions in 1999. This is also reflected in the spatial distribution of the groups (see Figure 5.4). The largest group consists of three spatially contiguous clusters of regions plus five geographically separated regions, while the other large group is composed of two spatially contiguous clusters plus two separate regions.

Comparison of Tables 5.12 and 5.13 reveals that the major change between 1995 and 1999 was the division of the one large cluster in 1995 into two clusters in 1999. As Figure 5 shows this division occurred along geographical lines (a major north-south split and a more minor east-west one). There are also noticeable geographic trends in the changes in the smaller groups.

Conclusion

Given the above results, we feel confident that a central government regional development policy can be created which would have different objectives, procedures and limits for each of the nine different planing regions of the RF. Each policy would have to identify the major problems in the planning regions and propose solutions for them.  Further study and refinements should produce still clearer geographically continuous planning regions. To make sure of the cohesion within these planning regions and major differences between them, more variables in rate formats should be analyzed. Furthermore, one should analyze each year since the early 1990's to see if the pattern of Russian regional groupings is stable or stabilizing.

We recognize that this is only one possible model of a typology of the RF and its regions and the associated regional development policies that could be based on it. There are others, as can be seen in this report, and still others that have not been produced yet. The final choice will depend on the aims and objectives of the RF government.

Table 5.1. Variables Used in the Analyses.

	Variable Name
	Variable Description

	ACCPER*
	Provision of accommodation (as of end of year; sq. metres per capita)

	AVEINC
	Average income per capita (per month; th. roubles; since 1998 – roubles)

	AVLSUB
	Subsistence level; Ratio of average per capita income to subsistence level; %)

	DEMLOD*
	Ratio of demographic load (as of 1 January); disable age persons per 1000 persons of able-bodied age; total

	DOCPOP*
	Provision of doctors (as of end of year; per 10,000 capita)

	ELDABA*
	Ratio of demographic load (as of  1 January); disable age persons per 1000 persons of able-bodied age; elder than able-bodied age

	ENTLOS*
	Share of enterprises with losses ( % of total number of enterprises)

	IFAPY*
	Investments in fixed assets (constant prices; % of previous year)

	INFIA*
	Investments in fixed assets per capita (in current prices; th. Roubles; since 1998 – roubles)

	MIGINC*
	Ratio of migration increment (per 10,000 capita)

	OTHINC
	Income structure % ; other incomes

	PERBEA*
	Provision of hospital services (as of end of year); persons per one bed in hospital

	POPSUB
	Ratio of population with incomes below the subsistence level; %

	PROASS*
	Profitability of assets; %

	PROHOS*
	Provision of hospital services (as of end of year)

	PROPRT
	Income structure % ; property rents

	REGUNE
	Unemployment rate (as of end of year, %); Registered unemployment rate

	RETCAP*
	Retail turnover per capita (th. roubles; since 1998 – roubles)

	SMABUS*
	Income structure % ; small business

	SOCTRS
	Income structure % ; social transfers

	SUBLEV
	Subsistence level; (per capita per month); th. RUR (since 1998 – RUR)

	UNERAT
	Unemployment rate (as of end of year, %)

	WAGSAL
	Income structure % ; wages and salaries

	YOUABA*
	Ratio of demographic load (as of  1 January); disable age persons per 1000 persons of able-bodied age; younger than able bodied age


* Variables used in RussiaSmall95 and RussiaSmall99.

Table 5.2. Principal Component Analysis: RussiaM1. Total Variance Explained

	 
	Initial Eigenvalues
	 

	Component
	Total
	% of Variance
	Cumulative %

	1
	6.251
	26.047
	26.047

	2
	5.907
	24.613
	50.660

	3
	3.279
	13.662
	64.322

	4
	1.452
	6.051
	70.373

	5
	1.233
	5.138
	75.511

	6
	1.166
	4.857
	80.367


Table 5.3. Factor Loadings RussiaM1. Rotated Component Matrix.

	 
	Component

	 
	1
	2
	3
	4
	5
	6

	DEMLOD
	-.268
	.915
	.143
	-8.221E-02
	3.096E-02
	1.477E-02

	YOUABA
	-.149
	.171
	.866
	-7.470E-02
	-.148
	7.438E-03

	ELDABA
	-.164
	.805
	-.485
	-2.918E-02
	.139
	9.600E-03

	MIGINC
	8.911E-02
	.770
	-.296
	-.319
	5.476E-03
	.103

	UNERAT
	-.230
	-5.948E-02
	.630
	-.570
	.244
	3.972E-02

	REGUNE
	-.134
	-.384
	.635
	.173
	-6.010E-02
	.266

	AVEINC
	.853
	-.421
	-.103
	.144
	-5.469E-02
	7.116E-02

	WAGSAL
	-.218
	-.682
	-.168
	.502
	-.320
	.117

	SMABUS
	-9.139E-02
	.260
	-.192
	-.550
	.552
	-7.544E-02

	SOCTRS
	-.551
	.658
	.263
	2.375E-02
	-.158
	-.178

	PROPRT
	.533
	.221
	-.468
	2.529E-02
	.304
	-9.287E-02

	OTHINC
	.664
	.197
	.304
	-.353
	.103
	5.707E-02

	SUBLEV
	.109
	-.737
	.167
	.493
	.112
	.149

	AVLSUB
	.915
	-8.873E-02
	-.285
	-7.143E-02
	-5.149E-02
	6.882E-02

	POPSUB
	-.520
	.123
	.619
	.215
	1.101E-02
	-.177

	ACCPER
	1.259E-02
	8.129E-02
	-.770
	.291
	6.088E-02
	-2.044E-02

	DOCPOP
	.441
	-9.878E-02
	-.234
	.128
	.688
	-2.851E-02

	PROHOS
	-9.377E-02
	-.248
	7.120E-02
	.893
	.102
	3.030E-02

	PERBEA
	4.895E-02
	.130
	.200
	-.851
	-2.706E-02
	.111

	PROASS
	.145
	4.503E-02
	-5.285E-02
	-.155
	-.153
	.813

	RETCAP
	.906
	-7.081E-02
	-.193
	5.907E-02
	.176
	-2.057E-02

	ENTLOS
	-.247
	-.272
	.662
	.350
	-6.705E-02
	-.256

	INFIAS
	.519
	-.414
	-7.840E-02
	-.132
	-.440
	5.990E-02

	IFAPY
	-7.503E-02
	-.251
	.134
	.465
	.245
	.620


Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization.

Table 5.4. Size Distribution of Clusters: Nine Cluster 
solution; RussiaM1.

	RussiaM1
	RussiaM1 (with centroids)

	36
	34

	24
	15

	11
	12

	8
	12

	3
	6

	3
	4

	1
	3

	1
	1

	1
	1


Table 5.5. Composition of Clusters: RussiaM1.

	Cluster
	Region

	1
	Karalia
	St-Petersburg
	North-Osetia
	Buryatia

	
	Komi
	Leningrad-oblast
	Krasnodar-krai
	Khakasia

	
	Arkhanges-oblast
	Smolensk-oblast
	Stavropol-krai
	Krasnoyask-krai

	
	Nenetsk-AO
	Astrakhan-oblast
	Rostov-oblast
	Irkutsk-oblast

	
	Vologda-oblast
	Samara-oblast
	Udmurtia
	Sakha-(Yakutia)

	
	Murmans-oblast
	Kabardino-Balkaria
	Perm-oblast
	Khabarovsk-krai

	2
	Novgorod-oblast
	Ryazan-oblast
	Voronezh-oblast
	Adygeya

	
	Pskov-oblast
	Tver-oblast
	Kursk-oblast
	Karachaevo-Cherkesia

	
	Bryansk-oblast
	Tula-Oblast
	Lipetsk-oblast
	Kurgan-oblast

	
	Vladimir-oblast
	Yaroslavl-oblast
	Tambov-oblast
	Orenburg-oblast

	
	Ivanovo-oblast
	Mordovia
	Tatarstan
	Sverdlov-oblast

	
	Kaluga-oblast
	Tchuvashia
	Volgograd-oblast
	Chelyabinsk-oblast

	
	Kostroma-oblast
	Kirov-oblast
	Penza-oblast
	Altai-krai

	
	Moscow-oblast
	Nizhny-Novgorod-oblast
	Saratov-oblast
	Kemerovo-oblast

	
	Orlov-oblast
	Belgorod-oblast
	Ulyanovsk-oblast
	Kaliningrad-oblast

	3
	Moscow
	
	
	

	4
	Marii-El
	Tomsk-oblast
	Primorsk-krai
	Magadan-oblsat

	
	Novosibirsk-oblast
	Chita-oblast
	Amur-oblast
	Sakhalin-oblast

	
	Omask-oblast
	Judish-AO
	Kamchatka-oblast
	

	5
	Kalmykia
	Bashkortostan
	Gorny-Altai
	Ust-Ordynsk-AO

	
	Dagestan
	Komi-Permyatsk AO
	Tyva
	Aginsk-Buryat-AO

	6
	Ingushetia
	
	
	

	7
	Tyumen-oblast
	Khanty-Mansiysk-AO
	Yamal-Nenetsk-AO
	

	8
	Taymyr-AO
	Evenk-AO
	Chukotsk-AO
	

	9
	Koryak-AO
	
	
	


Table 5.6. Composition of Clusters: RussiaM1 (with Centroids).

	Cluster
	Region

	1
	Karelia
	Nenetsk-AO
	St-Petersburg
	Smolensk-oblast

	
	Komi
	Vologda-oblast
	Leningrad-oblast
	Yaroslavl-oblast

	
	Arkhangelsk-oblast
	Murmansk-oblast
	Novgorod-oblast
	Kaliningrad-oblast

	
	 
	
	 
	

	2
	Pskov-oblast
	Tver-oblast
	Kursk-oblast
	Bashkortostan

	
	Bryansk-oblast
	Tula-Oblast
	Lipetsk-oblast
	Udmurtia

	
	Vladimir-oblast
	Marii-El
	Tambov-oblast
	Kurgan-oblast

	
	Ivanovo-oblast
	Mordovia
	Tatarstan
	Orenburg-oblast

	
	Kaluga-oblast
	Tchuvashia
	Volgograd-oblast
	Perm-oblast

	
	Kostroma-oblast
	Kirov-oblast
	Penza-oblast
	Komi-Permyatsk AO

	
	Moscow-oblast
	Nizhny-Novgorod-oblast
	Saratov-oblast
	Sverdlov-oblast

	
	Orlov-oblast
	Belgorod-oblast
	Ulyanovsk-oblast
	Chelyabinsk-oblast

	
	Ryazan-oblast
	Voronezh-oblast
	 
	

	
	 
	
	 
	

	3
	Moscow
	
	 
	

	
	 
	
	 
	

	4
	Kalmykia
	Adygeya
	Kabardino-Balkaria
	Krasnodar-krai

	
	Astrakhan-oblast
	Dagestan
	Karachaevo-Cherkesia
	Stavropol-krai

	
	Samara-oblast
	Ingushetia
	North-Osetia
	Rostov-oblast

	
	 
	
	 
	

	5
	Gorny-Altai 
	Tyva
	Ust-Ordynsk-AO 
	Aginsk-Buryat-AO

	
	 
	
	 
	

	6
	Altai-krai
	Tomsk-oblast
	Irkutsk-oblast
	Khabarovsk-krai

	
	Kemerovo-oblast
	Buryatia
	Chita-oblast
	Amur-oblast

	
	Novosibirsk-oblast
	Khakasia
	Judish-AO
	Sakhalin-oblast

	
	Omask-oblast
	Krasnoyarsk-krai
	Primorsk-krai
	

	
	 
	
	 
	

	7
	Tyumen-oblast
	Khanty-Mansiysk-AO
	 Yamal-Nenetsk-AO
	

	
	 
	
	 
	

	8
	Taymyr-AO
	Sakha-(Yakutia)
	Kamchatka-oblast 
	Magadan-oblsat

	
	Evenk-AO
	Chukotsk-AO
	
	

	
	
	
	 
	

	9
	Koryak-AO
	
	 
	


Table 5.7. Principal Component Analysis: RussiaSmall95. Total Variance Explained.

	
	Initial Eigenvalues
	

	Component
	Total
	% of Variance
	Cumulative %

	1
	3.835
	27.389
	27.389

	2
	3.232
	23.083
	50.472

	3
	2.693
	19.237
	69.710

	4
	1.181
	8.434
	78.144


Table 5.8. Factor Loadings RussiaSmall95. Rotated 
Component Matrix.

	
	Component

	
	1
	2
	3
	4

	DEMLOD
	.260
	-.498
	.138
	-.718

	YOUABA
	-.705
	-2.753E-03
	-5.601E-02
	-.545

	ELDABA
	.719
	-.486
	.172
	-.345

	MIGINC
	-3.219E-02
	.927
	9.949E-02
	.162

	SMABUS
	.319
	-.605
	.402
	.363

	ACCPER
	.804
	-8.089E-02
	-.246
	.235

	DOCPOP
	.143
	-7.717E-02
	-.169
	.762

	PROHOS
	-.142
	1.418E-02
	-.876
	.245

	PERBEA
	-.140
	3.543E-02
	.889
	-.236

	PROASS
	.816
	-2.876E-02
	-1.847E-02
	-2.644E-02

	RETCAP
	.240
	.467
	3.428E-02
	.614

	ENTLOS
	-.772
	-5.091E-02
	-.405
	-8.151E-02

	INFIAS
	-2.870E-02
	.936
	.180
	8.351E-02

	IFAPY
	6.169E-02
	.104
	.754
	.154


Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization.

Table 5.9. Principal Component Analysis: RussiaSmall99. 
Total Variance Explained.

	
	Initial Eigenvalues
	

	Component
	Total
	% of Variance
	Cumulative %

	1
	3.854
	27.528
	27.528

	2
	2.788
	19.915
	47.443

	3
	2.140
	15.286
	62.729

	4
	1.189
	8.491
	71.220

	5
	1.063
	7.590
	78.809

	6
	.752
	5.369
	84.178

	7
	.675
	4.824
	89.002

	8
	.485
	3.463
	92.465

	9
	.397
	2.837
	95.302

	10
	.267
	1.904
	97.206

	11
	.214
	1.529
	98.735

	12
	.134
	.956
	99.691

	13
	4.331E-02
	.309
	100.000

	14
	1.818E-16
	1.298E-15
	100.000


Table 5.10. Factor Loadings: RussiaSmall99. 
Rotated Component Matrix.

	
	Component

	
	1
	2
	3
	4
	5

	DEMLOD
	.892
	.161
	-.104
	-.213
	4.648E-02

	YOUABA
	.108
	1.051E-04
	-.872
	-.284
	2.570E-02

	ELDABA
	.822
	.162
	.489
	-2.016E-02
	2.916E-02

	MIGINC
	.676
	.455
	.209
	.131
	.200

	SMABUS
	.519
	.370
	-2.063E-02
	.427
	-.158

	ACCPER
	.122
	-.219
	.896
	3.690E-02
	-6.495E-02

	DOCPOP
	-2.483E-03
	-.149
	.143
	.879
	-3.833E-02

	PROHOS
	-.134
	-.958
	-3.405E-03
	-2.027E-02
	-6.892E-02

	PERBEA
	4.996E-02
	.851
	-.233
	4.261E-03
	.160

	PROASS
	-4.124E-02
	9.732E-02
	1.710E-02
	-4.425E-02
	.876

	RETCAP
	-.321
	.125
	.272
	.685
	.101

	ENTLOS
	-.213
	-.450
	-.608
	-.297
	-.335

	INFIAS
	-.677
	.234
	9.732E-02
	.143
	.210

	IFAPY
	-5.530E-02
	-.631
	-.165
	.169
	.480


Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization.

Table 5.11. Size Distribution of Clusters: Seven Cluster solution; RussiaSmall95 and RussiaSmall99.

	RussiaSmall95
	RussiaSmall99

	52
	37

	17
	31

	7
	8

	4
	6

	3
	3

	3
	1

	1
	1


Table 5.12. Composition of Clusters: RussiaSmall95.
	Cluster
	Region

	1
	Karelia
	Ryazan-oblast
	Tambov-oblast
	Kurgan-oblast

	
	Arkhangelsk-oblast
	Smolensk-oblast
	Tatarstan
	Orenburg-oblast

	
	Vologda-oblast
	Tver-oblast
	Volgograd-oblast
	Perm-oblast

	
	Leningrad-oblast
	Tula-Oblast
	Penza-oblast
	Sverdlov-oblast

	
	Novgorod-oblast
	Yaroslavl-oblast
	Samara-oblast
	Chelyabinsk-oblast

	
	Pskov-oblast
	Mordovia
	Saratov-oblast
	Altai-krai

	
	Bryansk-oblast
	Tchuvashia
	Ulyanovsk-oblast
	Kemerovo-oblast

	
	Vladimir-oblast
	Kirov-oblast
	Adygeya
	Novosibirsk-oblast

	
	Ivanovo-oblast
	Nizhny-Novgorod-oblast
	Krasnodar-krai
	Omask-oblast

	
	Kaluga-oblast
	Belgorod-oblast
	Stavropol-krai
	Khakasia

	
	Kostroma-oblast
	Voronezh-oblast
	Rostov-oblast
	Krasnoyarsk-krai

	
	Moscow-oblast
	Kursk-oblast
	Bashkortostan
	Irkutsk-oblast

	
	Orlov-oblast
	Lipetsk-oblast
	Udmurtia
	Kaliningrad-oblast

	
	 
	
	
	

	2
	Komi
	North-Osetia
	Judish-AO
	Amur-oblast

	
	Murmansk-oblast
	Tomsk-oblast
	Chukotsk-AO
	Kamchatka-oblast

	
	St-Petersburg
	Chita-oblast
	Primorsk-krai
	Magadan-oblsat

	
	Moscow
	Sakha-(Yakutia)
	Khabarovsk-krai
	Sakhalin-oblast

	
	Astrakhan-oblast
	
	 
	

	
	 
	
	 
	

	3
	Nenetsk-AO
	Taymyr-AO
	Evenk-AO
	Koryak-AO

	
	 
	
	
	

	4
	Marii-El
	Kabardino-Balkaria
	Gorny-Altai
	Tyva

	
	Kalmykia
	Karachaevo-Cherkesia
	Buryatia
	

	
	
	
	
	

	5
	Ingushetia
	
	 
	

	
	
	
	
	

	6
	Komi-Permyatsk AO
	Ust-Ordynsk-AO
	Aginsk-Buryat-AO
	

	
	
	
	
	

	7
	Tyumen-oblast
	Khanty-Mansiysk-AO
	Yamal-Nenetsk-AO
	


Table 5.13. Composition of Clusters: RussiaSmall99.

	Cluster
	Region

	1
	Karelia
	Ivanovo-oblast
	Mordovia
	Penza-oblast

	
	Arkhangelsk-oblast
	Kaluga-oblast
	Kirov-oblast
	Adygeya

	
	Vologda-oblast
	Kostroma-oblast
	Nizhny-Novgorod-oblast
	Bashkortostan

	
	Leningrad-oblast
	Moscow-oblast
	Belgorod-oblast
	Sverdlov-oblast

	
	Novgorod-oblast
	Orlov-oblast
	Voronezh-oblast
	Chelyabinsk-oblast

	
	Pskov-oblast
	Ryazan-oblast
	Kursk-oblast
	Krasnoyarsk-krai

	
	Bryansk-oblast
	Tver-oblast
	Lipetsk-oblast
	Kaliningrad-oblast

	
	Vladimir-oblast
	Tula-Oblast
	Tambov-oblast
	

	
	 
	
	 
	

	2
	Komi
	Tyumen-oblast
	Yamal-Nenetsk-AO
	Magadan-oblsat

	
	Nenetsk-AO
	Khanty-Mansiysk-AO
	Kamchatka-oblast
	Sakhalin-oblast

	
	 
	
	 
	

	3
	Murmansk-oblast
	Samara-oblast
	Udmurtia
	Buryatia

	
	St-Petersburg
	Saratov-oblast
	Kurgan-oblast
	Khakasia

	
	Smolensk-oblast
	Ulyanovsk-oblast
	Orenburg-oblast
	Irkutsk-oblast

	
	Yaroslavl-oblast
	Kabardino-Balkaria
	Perm-oblast
	Chita-oblast

	
	Marii-El
	Karachaevo-Cherkesia
	Altai-krai
	Sakha-(Yakutia)

	
	Tchuvashia
	North-Osetia
	Kemerovo-oblast
	Judish-AO

	
	Kalmykia
	Krasnodar-krai
	Novosibirsk-oblast
	Primorsk-krai

	
	Tatarstan
	Stavropol-krai
	Omask-oblast
	Khabarovsk-krai

	
	Astrakhan-oblast
	Rostov-oblast
	Tomsk-oblast
	Amur-oblast

	
	Volgograd-oblast
	
	 
	

	
	
	
	
	

	4
	Moscow
	
	
	

	
	
	
	
	

	5
	Ingushetia
	Gorny-Altai
	Ust-Ordynsk-AO
	Aginsk-Buryat-AO

	
	Komi-Permyatsk AO
	Tyva
	
	

	
	
	
	
	

	6
	Taymyr-AO
	Evenk-AO
	Chukotsk-AO
	

	                                                                                                                                                                                                                                
	
	
	
	

	7
	Koryak-AO
	
	
	


Conclusions: 
Economic Policy Recommendations

The main result of our study is the singling out seven types of RF regions characterized by homogeneous distribution of values of economic indicators across three categories:

1. living standards; 

2. investment activity;

3. economic potential.

The comparison of the obtained typology with the results of the study of regional institutional aspects (ownership structure, rankings of investment climate) confirms the homogeneity of the types and permits better explain why regions belong to certain types.

The types of RF subjects were conditionally defined as:

1. “Producers – consumers”

2. “Oil producers – consumers”

3. “Poor consumers”

4. “Rich investors”

5. “Poor investors”

6. “Shaky” regions

7. “Depressive” regions.

Further we attempt to analyze the possible conclusions based on the region’s place in the typology for the settlement of a number of problems faced in the course of regional studies, for instance, in the framework of CEPRA projects. It is necessary to note that the number of types may vary depending on the concrete task. For instance, regions may be classified into larger groups, like regions – “consumers” and regions – “investors,” “rich” and “poor” regions, etc.

Interbudgetary Relations and Federal Transfers

In terms of interbudgetary relations the typology of RF subjects permits, first, to determine economic preferences of regional economic authorities, while the attribution of a region to a certain type of economic behavior points to the prospects of possible changes regarding the fiscal status of this RF subject. Second, the typologization of regions allows to single out groups of regions that may differ by the characteristics of the model of distribution of financial aid. The resulting typology may be also used in order to determine objectives and priorities in the course of elaboration of the policy of interbudgetary relations between the center and regions and determination of the mechanism regulating the support of regions from the federal budget.

For instance, 10 out of 12 regions, which did not receive transfers from the Fund of Financial Support for Regions in 1999 through 2000, 10 belong to types of “rich consumers” (oil producers) and “rich consumers,”  i.e. about the half of all RF subjects included into these types. It seems that the consumer orientation of preferences of economic agents in regions (except “rich investors” – Moscow, Tyumen oblast, and Tatarstan, which are rather special cases) determines high revenues of regional budgets (via taxes on household and company incomes, indirect taxes on consumption due to the budgets of RF subjects) under reserved policy pursued by regional authorities.

At the same time, the fiscal standing of regions lacking sufficient reserves of mineral wealth (first of all, fuel resources) or a strong export-oriented industrial base (metallurgy, petro-chemistry) remains weak, what is confirmed by the lack of internal funds in the other half of regions – “consumers,” while the prospects for a change in the fiscal status of a region in the framework of fiscal relations remain vague. On the other hand, in case a region belongs to an “investor” type, it may be assumed that it is highly probable that the level of internal revenues will change in the future and this region will be given the status of “donor.”

The results of the typologization of RF subjects demonstrate that in the framework of the analysis of interbudgetary relations between the federal center and regions more attention shall be paid to two types of regions – “poor consumers” and “depressive” regions. It is apparent that exactly these two types of RF subjects, in terms of their current situation and their potential, most urgently need the support from the federal budget and the redistribution of financial flows in their favor. It permits to draw important conclusions with regard to the analysis of  the model of distribution of financial aid, the system of interbudgetary relations on the whole, and fiscal stimuli  arising in such a system. Thus, it may be assumed that financial aid is allocated to poor regions according to modified rules or principally different criteria – this group of regions shall be reviewed separately and analyzed in a special way. Besides, it may be noted that for these two types in order to improve their fiscal situation the economic authorities both at the federal and subfederal levels shall pay special attention to the analysis of the situation and take decisions aimed to increase the investment attractiveness of regions, or to the elaboration of special regional economic programs.

Similar methods shall be applied also to “shaky” regions; however, as it was discussed above, their inclusion into this type is primarily determined by institutional and political factors, and these regions may transit to any other type in case situation in these areas changes.

Tax Potential and Expenditure Obligations of Regions

We assume that in terms of tax potential and budget revenues the distribution of RF regions across the types may be of greater importance for the analysis of budgetary regional revenue dynamics over preceding years than for the analysis of perspectives. For instance, the investment orientation of regions’ behavior might considerably decrease the profit tax base due to investment benefits granted to investors. At present, due to the abolition of profit tax privileges, the differences of actual profit tax revenues among regions with comparable tax bases shall be less noticeable. 

Besides, it may be expected that the abolition of profit tax privileges will result in an increase in profit tax-related revenues in “investor” regions in case the present preferences of economic agents (in terms of “current consumption – investment”) remain the same. Regions demonstrating high levels of investment activity shall be characterized by relatively low share of aggregate revenues allocated for wages and salaries, and the ratio between profits and labor-related payments there will shift in favor of the former.

It shall be also expected that in “consumer” regions the level of revenues from indirect taxes on consumption  (VAT, sales tax, excises) will be higher than in “investor” regions with similar economic structures.

A similar analysis may be applied to amounts and structure of regional expenditure obligations. For instance, as it was mentioned above, the “shaky” and “depressive” regions more urgently need measures aimed to ensure social assistance. It also may turn feasible to increase the role of budget resources in the implementation of investment projects on the territories of these RF subjects.

Payment Arrears in the Economy of Russia and Regions

The comparison of the results of the RF subjects’ typology and conclusions of the study “Payment arrears in the Russia’s economy and regions” demonstrates that ad hoc classification of RF subjects into these types might provide additional information for the analysis of the nature and character of regional payment arrears.

Thus, it is apparent that “poor” and “depressive” regions characterized by high shares of loss-making enterprises and low revenues of regional budgets may be seen as the “centers,” where originate non-monetary payments and debts, and from where payment arrears are transferred to other regions. Besides, these regions (and “shaky” regions) demonstrate higher shares of offsets in the relations between the budget and taxpayers, what, as it was shown, results in increased indebtedness of budgets and forms chains of payment arrears related to enterprises supplying budgetary organizations. In relatively “rich” regions, some payment arrears are probably of non-voluntary nature and depend on the degree of integration with other regions.

On the other hand, exactly “rich” regions (both “consumers” and “investors”) became the major centers of distribution of financial flows and, therefore, caused the decrease in payment arrears occurring in 1999 through 2001 as export revenues increased and the monetization of the economy progressed.

Besides, from our point of view, the classification of regions into “consumers” and “investors” may help to explain the instability of results obtained in the course of analysis of the relations between payment arrears and profits. For instance, it may be assumed that there is a high probability in “investor” regions the relation between profits and payment arrears will be negative, since investment projects require companies to have considerable financial resources, or, in case of foreign investment, to attract external sources of capital. At the same time, in regions – “consumers” there is a higher probability of occurrence of intraregional and interregional offset and barter schemes, therefore, the relation between reported profits and payment arrears may be positive.

Investment in Regions

The results of typologization of RF subjects not only confirm classes of regions singled out on the basis of investment activity indicators, but also provide a broader set of conclusions related to the study of regional investment prospects than the classification by indicators of investment activity.

In the course of analysis of regional aspects of investment activity it shall be taken into account that, first, regions – “investors” will demonstrate higher indicators of amount and dynamics of investment than regions – “consumers” comparable to them in terms of other regional economic indicators.  

Second, it may be assumed that in “consumer,” “shaky,” and “depressive” regions the role played by investments of state-owned companies and from budget sources will be more important than in “investor” regions, what is also due to a higher share of state property.

Third, in “poor investor” regions the share of investment of enterprises of mixed (foreign) ownership will be higher, since internal funds of these regions are insufficient for investment.

Fourth, it may be assumed that in terms of sources the investment in regions – “rich investors” will be approximately evenly distributed across internal and borrowed funds, since higher regional revenues permit both to invest at the expense of profits and to attract borrowed capital (higher monetization of such regions is an additional factor increasing the supply of financial resources).

Fifth, in fact, mainly companies from “rich investor” regions may borrow funds via the issuance of stocks, since their financial standing, investment activity, and institutional conditions under which they operate make their securities attractive to investors.

Sixth, in “rich investor” regions the investment in real estate is expected to be either evenly distributed between residential housing and production facilities construction, or be biased in favor of housing construction, while in “poor investor” regions the investments in buildings and facilities of production purposes predominate.     

Seventh, the amount and structure of investment in “consumer” regions will be primarily determined by the structure and degree of deterioration of fixed assets, while in “investor” regions a considerable part of investment is allocated for creation of new capacities.

Economic Problems of Russia’s North

According to the results of typologization, 11 regions out of 19 RF subjects classified as “northern” regions (excluding autonomous okrugs and the autonomous oblast) belong to the types of “poor consumers” and “depressive” regions, i.e. they require a considerable interference on the part of the state (both at the regional and federal levels) in order to rehabilitate their economies. Apparently, in the course of elaboration of federal programs aimed to support northern regions a special attention shall be paid to the problems faced by these regions. At the same time, in other six RF subjects (two regions – Republic of Sakha and Tomsk oblast – belong to the “shaky” type) the decision of many problems may be entrusted with the authorities at the sub-federal level. These different regional approaches depending on the regional economic situation and dynamics of economic activity will permit to utilize budget resources more efficiently and design more targeted programs.

For instance, in “poor” and “depressive” regions special attention shall be paid to programs of targeted social assistance, migration of people to “southern” regions, and creation of incentives for investment (first of all, investment from outside of the region). As an example we may refer to projects “Sakhalin 1, 2, 3” (the Sakhalin oblast belongs to the type of “poor investors”), however, the economic effect of their implementation is expected to become visible somewhat later. 

At the same time, “rich” regions (both “consumers” and “investors”) apparently dispose of internal resources and capacities to maintain the level of economic activity and living standards without massive additional inflow of financial resources. In case of these regions it is more feasible to pursue a policy aimed to stimulate investment activity at the expense of internal resources.

Economic and Political Problems

The distribution of RF subjects by the singled out types permits to find out the degree of social and political tension, and the regional attitudes to the federal authorities rather accurately.

The investment policy pursued in a region to a considerable degree determines the constituents’ attitude to the authorities. In regions “investors” the electorate’s attitude to the federal authorities is, in general,  more loyal than in regions “consumers.” The activity of voters and the level of support of the authorities in “investing” regions is much higher than in “consuming” regions. However, it shall be noted that the highest indicators of electoral behavior, however strange it may seem at the first glance, are observed in “depressive” regions. As an example, we may refer to the Republic of Dagestan, where 81 per cent of constituents (of 84 per cent participating in the Presidential elections of year 2000) voted for V. Putin, what is the extreme value for the last elections.

The investment climate in regions depends not only on taxes and the current system of preferences for entrepreneurs. The observance and protection of ownership rights, inviolability of citizens’ personal freedoms, quality of the judicial system, absence of different “extreme” restrictions, creation of a favorable environment for entrepreneurial activities, and non-interference of regional authorities in the financial and economic operations of economic agents (except cases directly defined by the law) facilitate the decrease in investment risks and improve the investment attractiveness of the region. At the same time, all aspects mentioned above facilitates the creation of new jobs, improvement of wellbeing of regional residents, and, as a consequence, a decline in social tensions. It is observed that the authorities less interfere in businesses and there are less strikes in “investing” regions, while they are practically non-existent in “rich investor” regions.
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